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Taxonomy of learning over graphs
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Outline

 Graph learning algorithms inspired by language models

 Graph convolutional networks

 Word2vec (Skip-gram)

 Taxonomy of learning over graphs

 Simulation tests

 DeepWalk

 Node2vec



Graph Representation

 For machine learning tasks, the first step is to represent the network

 Such as adjacency matrix
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 Feature extraction (node embedding)

 Use deep learning techniques developed for language modeling

 Transform the adjacency matrix into a lower dimensional latent representation



Language modeling

 Representation learning of words from documents
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 The learned representations capture inherent structure

 e.g., learn mapping such that 

 Continuous-bag-of-words

 Skip-gram

 GloVe

 Word2vec

 Recent approaches are based on word co-occurrence



Word co-occurance maximization
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 Window-size m is usually 5-10

 Consider source text “The quick brown fox jumps over the lazy dog.”

 Max. the likelihood of context words                                                 given center word 

 Skip-gram: with one word, predict surrounding words 

Mikolov, Tomas, Kai Chen, Greg Corrado, and Jeffrey Dean. "Efficient estimation of word representations in vector 

space." arXiv preprint arXiv:1301.3781 (2013).



Skipgram model
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 Every word has 2 vectors for representation 

 : when w is the center word

 : when w is the outside word (context word)

 Softmax function

 Entire parameter set

 How to model                           ?            



Neural network model
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 Consider a vocabulary size of                            and set d=300

 Neural network input: one-hot vector corresponding to the “center word” of interest

 Maximization objective 

 Gradient descent update rule

 Stochastic gradient descent: randomly pick sample t

Final representation 

 Shallow (one hidden layer) neural network model



Algorithmic tweaks
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 Word pairs and phrases

 Find words that appear frequently together, e.g., “New York” and “Boston Globe”.

 Subsampling of frequent words 

 Counter the imbalance between rare and frequent words

 Sample word       w/ frequency          w. p. 

 “Phrase learning” is performed beforehand



Algorithmic tweaks- negative sampling
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 Expensive to calculate the gradient of

 Approximate the normalizer via few “negative samples”

 All            weights in the second layer of the NN (U) are involved and updated!

 Typically extremely large vocabulary set (                          )              

 Recall that the output of the network is a one-hot vector. 

 That is, one output is 1, and all of the other millions of output neurons are 0.

 Randomly select just a small number of “negative” words (say 5) to update the weights for. 

 “negative” words are the ones for which we want the network to output a 0

 “positive” word is the word for which the network outputs 1

 Probabilistic selection of negative samples 



Word analogies
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 Nearest words to frog

 Test for linear relationships

 Example 



Test results

 Semantic-Syntactic Word Relationship test set 
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 Five types of semantic questions 

 Nine types of syntactic questions 

 Accuracy on (subset of) the Semantic-Syntactic Word Relationship test set.

 Comparison of architectures using models trained on the same data, with d=640

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S. Corrado, and Jeff Dean, "Distributed representations of words and phrases 

and their compositionality," In Advances in neural information processing systems, pp. 3111-3119, Lake Tahoe, USA, 2013.



From language modeling to graphs

 Correspondence

 Words <--> Nodes

 Sentences <--> Node sequences
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 Connection

 Vertex frequency in random walks on scale-free graphs follows a power law.

 Words frequency in a natural language corpus follows a power law.

 Generating node sequences

 Using random walks

o short random walks = sentences



Deepwalk
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1. Input: Graph

2. Random walk

3. Representation mapping

4. Output: Representation

Bryan Perozzi,, Rami Al-Rfou, and Steven Skiena, “Deepwalk: Online learning of social representations,” Proceedings of the 20th ACM SIGKDD International 

Conference on Knowledge Discovery and Data mining. ACM, New York, NY, Aug. 2014.

5. Representation-based inference such as classification, clustering, etc.
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Random walks

 Probability of going from node v to node x

 Common choice 

 2nd order random walk [Grover et al. 2016)]

 Consider a random walk that just traversed edge (t, v) and now resides at node v 

 Probability of going to node x is set to

 p: Return parameter

 q: In-out parameter

Aditya Grover and Jure Leskovec. "node2vec: Scalable feature learning for networks." Proceedings of the 22nd ACM SIGKDD 

International Conference on Knowledge Discovery and Data mining. ACM, San Francisco, CA, Aug. 2016.
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Test results

 Datasets BlogCatalog PPI Wikipedia

N 10,312 3,890 4,777

|E| 333,983 76,584 184,812

K 39 50 40

 Performance vs. ratio of available labels
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Roadmap

 Graph learning algorithms inspired by NLP techniques

 Graph convolutional networks

 Skipgram

 Taxonomy of learning over graphs

 Simulation tests

 DeepWalk

 Node2vec
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Learning over featured networks

 Common practice

 “Graph convolutional” approach

 Use graph structure directly via a neural network model f(X, A)

 Consider a graph(known Adj.) of partly labeled N nodes w/ features 

minimize                                , e.g. learn function f(.), w/
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 Neural network of depth L, with                   as input   

 Model

Graph convolutional networks 

 No explicit graph-based regularization

 : Output matrix of the l-th layer

 Semi-supervised node classification

 Given one-hot labels      of size                for        nodes

Thomas N. Kipf and Max Welling, “Semi-Supervised Classification with Graph Convolutional Networks,” ICLR, Toulon, France, April 2017. 
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Test results

 Datasets

 Classification accuracy (in percent)
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 Can be modified to serve as a feature extractor for nodes in a graph

Semisupervised node embedding via GCN 

 Example: Karate club (with no features)

 Train model via cross-entropy minimization on the labeled nodes

 The hidden layer output is interpreted as the embedding vector
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Effects of model depth

 ResNet models for better performance on deep neural networks

 Performance
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Summary

 DeepWalk

 Skip-gram

 Node2vec

 Node embedding via language modeling tools

 Node embedding via GCN

Thank you!

 Semi-supervised classification

 Embedding via hidden layer outputs


